L21: Dealing with nuisance parameters

1. Go over problems in Exam 3.

2. Sufficient statistic and test

(1) Definition and factorization theorem

X = (Xy,...,,X,) is a random sample from a distribution with joint pdf or pmf f(z; n)
where 7 is unknown parameter (vector). Let T'(X) be a statistic (vector) and fr(-),
fxr(+) be pdf/pmf of T" and conditional pdf or pmf of X given T

T is a sufficient statistic for n PN fxr(z) is free of n
= fla;n) = g1(@) - g2(t(x); M)
Proof. =: [f(z;n) = fxjr(z) - fr(t;n) = g1(z) - ga(t(x); 7).
L: Lety = (t(m) > — X = (ml(t,y*)> be 1-1 mapping with J(t,y.) = ‘;T‘TT .

Yu () zrr(t, ys)
Then fr(-) = [f fy t y* du y«) = [[ f(=; n (t y*)du(y*)
= [[a( J()dp(ys) = g2(-) [ 91(:)T(-))dyz, .., dp(ys)

= go(t; n)gs(t)
So fxir()fr(-) = f(-) = fx|r(-)9293 = 9192 = fx7(-) = 91/93 is free of 7.

Critical function and sufficient statistic
T is a sufficient statistic for 7. For critical function 0 < ¢(X) < 1 with Sy (n) = E;[1(X)]
there exists 0 < ¥, (T") < 1 such that Sy, (n) = By(n).

Proof. Let .(T) = E,[(X)|T].
T is sufficient for n = ¥, (T") contains no 7.
0<yP(X)<1=0< EX)|T] <1=0<, (T)g
B (1) = Byltho(T)] = Ey {B,[(X) T} = Byfio(X)] =
The essence of constructing a test scheme
When constructing a test scheme, there is a sample X with distribution depending on
parameter 7. The goal is to construct 0 < ¢(X) < 1 such that E,[¢(X)] satisfies a set
of restrictions.
But with sufficient statistic 7', by (2), this task becomes to construct 0 < ¢(7") < 1 such
that E,[¢(T)] satisfies a set of restrictions.

By (n)-

Ex1: The pdf or pmf of sample X f(x; n) = 1- f(z; n), By factorization theorem, sample
X is sufficient for 7. Thus the original version of constructing a test fits the new
version.

Comments: Suppose 17 and T, are two statistics, we write 177 < T5 if T3 is a function
of To. Then relation < is a reflexive and transitive, and hence is called an order.

If 71 < 15 and T3 is sufficient for n, then T5 is sufficient for 7. But if 75 is sufficient,
T1 may or may not be sufficient.

If T is sufficient for n and T' < S for all sufficient statistic S, then 7" is the minimal
sufficient statistic. Minimal sufficient statistic is the simplest sufficient statistic.



3. Nuisance parameter and conditional test

(1)

Settings
T(X)

S(X)) 1s a statistic

. . . 0
X is a sample from a population with parameter vector n = (7’) (
vector. Suppose X has joint pdf or pmf

f(x; 0, 7) = g1(x)ga(t(x); 0)g3(s(x); 7).

Then by factorization theorem, <£> is sufficient for n = (f), T is sufficient for 0; and

S is sufficient for 7.

Nuisance parameter when testing on 6

To construct a test on a hypothesis about 6, because T is sufficient for €, we need to
create 0 < ¢(T") < 1 with a set of desired properties on E[¢p(T)].

But the distribution of 7" depends on both 6 and 7; and E[¢(T)] is a function of both 6
and 7. While 6 is the parameter of interest, 7 becomes a nuisance parameter. We need
to “hide” or “remove” this nuisance parameter.

Conditional tests

Because S' is sufficient for 7, the conditional distribution of T given S is free of 7, and
E[¢(T)|S] is free of 7. Thus the nuisance parameter 7 is successfully removed by using
the conditional distribution given S.

Thus a test with critical function 0 < ¢(7) < 1 satisfying a set of restrictions on
Ey[p(T)]S] is called a conditional test.



L22 Conditional tests

1. Conditional test on simple Hy and simple H,

(1)

Simple Hy and simple H,
For Hy: 0 = 6y versus H, : 6 = 01 with sample pdf(pmf) f(z; 0),

let A = }cgg;g = A(X). Then

is a-level MP test.

Dealing with nuisance parameter
If sample pdf (pmf) is f(X; 6, 7), then A = % = A(X; 7) is no longer a statistic.
In such a case one has to assume that there 1s a Suﬂglcient statistic S for 7.

Let A = /X180 _ A(X, S). Then

Fx15(X;00)
1 A
Hp(X)=< r A=c with Ey[¢p(X)|S] =«
0 A<ec

is a-level conditional MP test on S.

Making use of sufficient statistic for 6
Suppose that T is sufficient for # and S is sufficient for .

fr5(T;01)
Let A = fi:z(i”;) = A(T, S). Then

>c
o(T)=< r A=c with Eg[o(T)|S] =«
c

is a-level conditional MP test.
Comment: Because A = A(T, S), in essence the critical function ¢ = ¢(T, S).
Ex1: If f(X; 0, 7) = ¢g1(0, 7)g2(X)g3(0, T(X))ga(r, S(X)), then by factorization theo-
rem, T'(X) is sufficient for § and S(X) is sufficient for 7.
Let y = (t(x), s(z), y«(x)) = y(x) <= = = z(t, s, y«) = z(y) be 1-1 mapping with
J(t, s, ys) = ‘E;?TQJT" Then the pdf (pmf) for Y = (7', S,Y;) is
f(T,S,Y*)(ta S5 Yx; Ha 7_) = 91(07 7_)92(ta S, y*)g?)(ea t)g4(7-> S)J(tv S, y*)

By the integration or summation over y,, the pdf (pmf) for (7, S) is

for,s)(ts 850, 7) = g1(0, 7)g3(0, t)ga(T, s)h(t, 5).

By integration or summation over ¢, the pdf (pmf) for S is

fs(t, 0, ) = g1(0, 7)ga(T, s)hs(0, s).



Thus the conditional pdf (pmf) of T given S,

fer, ()
fs(4)

is a function of ¢, depends on s and 6, but is free of 7.

fris() = = 93(0, D)h(t, 5)/hs(0, s)

2. Conditional test with upper-sided H,

(1)

Upper-sided H,
For testing on Hy : 6 < 0y versus H, : 6 > 6y, the monotone likelihood ratio in T'(X),

ie.,
; 0
6 < b = f(w: 0) is an increasing function of T'(X)
flas; 01)

is required. Under this assumption

1T

o(T)=< r T=c with Eg[o¢(T)] =«
0 T<

is a-level UMP test.

The problem with nuisance parameter

If f(z; 0, 7) = g1(6, 7)g2(x)e" D@ gy (7, 5(X)) where (8) is an increasing function, then
f@; 02, 7) _ 91002, T) j2(62)r(62))t(x)
[l 01, 7)  g1(61, 7)

But Ey,[¢(T")] dependes on 7. Hence ¢(T') in (1) can not be established.

Conditional test
By factorization, S(X) is sufficient for 7. Hence the distribution of 7" given S is free of
7. Thus ¢(T") with Eg,[¢(T")|S] = « is a conditional UMP test.

Ex2: With g3(6, t) = "®! where r(6) is an increasing function, by Exl1,

fr,s)(t, 80, 7) = g1(0, T)GT(Q)tg4(T, s)h(t, s).

61<92:>

is an increasing function of 7'(X)

So fr(t; 0, 7) = g1(8, 7)e"Dthy(7, t) depends on nuisance 7.
Ex3: By Ex1, frs(t; 0]s) = e"Oth(t, s)/hs(0, s). Thus

_.(t; 0 o
0 <y — Jris= (t: 62) = hs(01, 5) elr(@2)=r(01)lt io ap increasing functin of T.

fT|S:s<t; 01) h8(927 S)




